Characterizing WiFi Link Performance in Outdoor Networks
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Abstract—We present an experimental performance evaluation study of WiFi links in an open-space outdoor environment. We consider a large scale wireless sensor network scenario of seismic data collection from sensors that are buried in ground and a set of access points (APs) form the hierarchical aggregation layer and the backbone of the network. We conduct two different link characterization studies. First, we evaluate the links between the sensor nodes and a wireless AP using IEEE 802.11a/b/g. We construct the path loss model and investigate the reachability distance of this link for different protocols and different sensor node antenna heights. We then characterize the long distance wireless backhaul links between the APs. We use 802.11n and high gain directional antenna for high throughput and long distance. We evaluate how different PHY and MAC layer enhancements of 802.11n impacts its performance in an open outdoor environment. We observed up to 148 Mbps throughput at 800 meter line-of-sight links without sophisticated tuning of antenna orientation. We believe our findings can be a benchmark for WiFi based outdoor network deployment, especially for high throughput long distance links.

I. INTRODUCTION

WiFi-based long distance networks have become very popular in providing Internet access to the remote areas in many countries, mostly in developing regions [20], [23]. The unlicensed WiFi spectrum and a variety of commodity IEEE 802.11 hardware make WiFi an attractive communication method because of its wide availability and low cost. These networks typically have long distance point-to-point wireless links enabled by high-gain directional antennas where the links are typically several kilometers long, but often provide low throughput. Their long distance wireless links usually require permanent structures as the antennas are placed on top of a tower or a tall building. Moreover, fine-grain tuning of antenna orientation is needed to achieve the maximum gain (up to 24 dB) having narrow beam widths (down to 8 degrees).

We consider a network in an open space outdoor environment with a different scenario where a large number (millions) of sensors are deployed to collect seismic data covering a huge geographic space for the purpose of oil and gas exploration [9]. The sensor data needs to be collected and delivered to a centralized command unit. The network must run on unlicensed bands for its wide deployability and hence we use a WiFi based solution. As our network is large in scale of both the number of nodes and area to cover, we build a hierarchical network. A very abstract level design of our network architecture is shown in Figure 1. In our scenario, the sensors are buried in the ground to accurately capture the seismic data. Each Access Point (AP) covers a space where the sensors in that space communicate to that AP. A set of APs forms the aggregation layer or the backhaul. The APs of one aggregation layer communicates to an AP of the next higher layer, and vice versa. As this deployment is not permanent and needs to be moved to collect data in other area, it is not desirable to setup a permanent structure to mount the APs. In our scenario, the APs are mounted on top of a light-weight movable mast that may be 4 ~ 5m tall. This kind of hierarchical network collecting sensor data is not completely new in literature. A similar network architecture has been deployed to monitor real-world habitats [18].

We characterize the WiFi link performance of the network under consideration. First, we study the first hop link, that is, the link between a sensor node and an AP. For this link, high throughput is not required, but the link range is an important concern from the perspective of the network design. We consider 802.11a/b/g for this link. For a backhaul link between two APs, high throughput as well as distance are required as it transmits the aggregated data from a large number of sensors towards a remote data collection & command center. We consider 802.11n for this link because the 802.11n MIMO (Multiple Input Multiple Output) technique and MAC enhancements provide high throughput without requiring stronger signal power than 802.11a/g. Thus, narrow-beam high gain directional antennas and sophisticated orientation settings are not needed. We instead use polarized directional MIMO antenna with nominal gain (13.5 dB) to generate enough path orthogonality for MIMO operations even with Line-of-Sight (LOS) links in an open environment, where rich scattering and multipath might not be available.

Our contributions are the following:

- We study how different modulation schemes (Complementary Code Keying 1 Mb/s vs. Orthogonal Frequency Division Multiplexing 6 Mb/s), center frequency (2.4 GHz vs. 5 GHz) and antenna heights at the sensor nodes affect the maximum communication distance.
- We evaluate the performance of 802.11n in an open outdoor environment. 802.11n MIMO utilizes multi-path effect and is well suited for indoors or urban environments. We show 802.11n is still effective in a desert-like
We analyze how several PHY/MAC enhancements of 802.11n improve the performance in an outdoor network. We discover that the enhancements, especially frame aggregation, enable 802.11 to be effective in outdoor networks as in indoor networks.

We reveal that in our experiments, throughput degradation in longer distance links results from reduced received signal strength and not from decreasing diversity gains. Two MIMO streams are well supported up to our longest link of 1800 meters, by the dual-polarization patch antenna with two vertically and one horizontally polarized antenna elements. With the robust Modulation and Coding Schemes (MCS), even three MIMO streams are sustained. The rest of the paper is organized as follows. We discuss related work in Section II and present our experimental results from the sensor-to-AP links in Section III. Characterization of backhaul links using 802.11n is presented in Section IV. We conclude in Section V.

II. RELATED WORK

There is a large amount of work on long distance WiFi in outdoor networks. Raman et al. [11] are among the first to deploy a WiFi based outdoor long distance network consisting of approximately ten links and lengths ranging from 1~16 Km. In [12], a systematic study of long distance 802.11b link performance is performed. They study the behavior of such long links for varying packet sizes, data rates, SNRs and weather conditions. They also present a modification to the MAC protocol for long distance mesh networks [23].

The authors in [15] present a measurement study of outdoor 802.11g links. Sheth et al. [26] present a study on most common sources of packet losses in long distance links. In [20], Patra et al. present a modification to the MAC protocol and design a TDMA based MAC protocol which is more robust in lossy conditions for long distance links. There is a basic difference between these work and our scenario under consideration. All these work have infrastructured APs on top of towers or high buildings to create LOS links. In addition, their main focus is to provide network connection over long-distance (up to 16 Km) point-to-point link and high throughput is not their major concern. In contrast, our network requires high bandwidth and has relaying APs every 1~2 Km. We evaluate 802.11n for long distance APs every 1~2 Km. We evaluate 802.11n for long distance links in a rural environment where there is less multipath effect than indoor and urban environments.

Shrivastava et al. [27] present the first experimental study of 802.11n and quantify different mechanisms introduced in 802.11n in diverse conditions. They show that the throughput of an 802.11n link can be severely degraded in presence of an 802.11g link. Pelechrinis et al. [22] evaluate the packet delivery ratio of an 802.11n link when operating at the high transmission rates supported by 802.11n. They show that these high transmission rates typically produce losses, even in absence of interference due to the lack of rich multipath even in indoor environments. In our experiments, we observe that polarization antenna provides enough diversity gain for the links of up to 1800 meter for MCS indices of two streams. The highest achievable throughput of a lossless 802.11n link in an indoor testbed for each PHY/MAC layer enhancements offered by 802.11n is reported in [21]. We also evaluate the performance gain achieved for different enhancements and show that our results obtained in an outdoor network are comparable to their findings. Arslan et al. [10] present an auto-configuration framework for enterprise 802.11n WLAN that integrates channel bonding and user association. Gelal et al. [13] present an in depth study to show the impact of MIMO diversity on higher layers. All these studies on 802.11n are performed in indoor testbeds. The authors in [14] present a theoretical model of outdoor MIMO channel in a LOS environment. They show that, in a pure LOS situation, path orthogonality can only be achieved for very short distance links when the conventional linear array antenna model is used with no polarization diversity.

The gain of polarization antenna diversity on MIMO channel with LOS components has been studied and reported in literature [16], [25], [19]. However, their measurement experiments are performed in small indoor environments or even more controlled anechoic chambers usually using custom tailored antenna and devices because their main focus was to validate their theoretical models by measurements. To our best knowledge, our paper is the first measurement report that shows the polarization diversity gain for long distance outdoor communication using commodity 802.11n devices.

III. SENSOR-TO-AP LINK

In this section, we characterize the first hop link, that is, the link from the sensor node to the AP node. We present results of Received Signal Strength (RSS) and throughput measurements to characterize the effect of antenna height and frequency band (i.e. 2.4 GHz or 5 GHz) on reachability. In addition, we use our measurements to fit parameters of a simple path loss model. We start with a detailed description of our experimental setup and then present our analysis.

A. Experimental Setup

For experiments here and in Section IV, the challenge was to find locations with open, flat space that has no wireless or
human interference. This experiment is performed in a walking trail in the Baylands Preserve in Palo Alto, California, USA. The trail that we used is straight, flat, and has a length of about 550 m. There are no major obstacles in the trail, ensuring complete line of sight between the transceivers’ antennas when there is no moving person or object in the trail.\(^1\)

We use an HP E-M111 Wireless Client Bridge (WCB) [3] acting as a sensor node and an HP E-MSM422 AP [4].

The AP is kept fixed at one end of the trail and is connected to an external antenna with omni-directional horizontal radiation pattern and 12 dBi of gain (Laird Technologies OD24-12 [7] for 2.4 GHz band and Laird Technologies OD58-12 [8] for the 5.4-5.8 GHz band). The antenna is mounted on top of a tripod that is 3 m high.

The WCB has an external dipole antenna with 2 dBi gain and omni-directional horizontal radiation pattern. Figure 2 shows the complete set up of a WCB node. We position the WCB at different locations to create different link lengths. Considering our application scenario, this link does not require high throughput. However, higher throughput results in shorter transmission times which in turn may allow for energy savings. Nevertheless, reachability of the link, that is, maximum communication distance without significant packet losses, is our main interest. We use 802.11b/g for our experiment to investigate how reachability varies for different frequency bands and modulation schemes.

In our oil and gas exploration scenario, the sensor nodes are buried in the ground to capture the seismic data, but we can have a tethered node design to have the antennas above the ground. To evaluate the impact of the height of the sensor node’s antenna on the link reachability, we place the WCB at four different height levels. The height levels are: Level 0 (on the ground), Level 1 (10 cm above the ground), Level 2 (50 cm above the ground) and Level 3 (1 m above the ground).

The wireless devices are configured to channel 1 for 802.11b and g, and channel 149 for 802.11a. We set the transmission power to the maximum supported by each device, that is, 20 dBm for the WCB, and 18 dBm for the AP. Both the AP and the WCB are connected to laptops using Ethernet. We run iperf [6] to create UDP flows between the two laptops connected to the two wireless devices. Each iperf session lasts for 60 sec. For each measurement run, we record the throughput and the RSS (Received Signal Strength) at both ends of the link using SNMP (Simple Network Management Protocol) commands.

### B. Experimental Results

First, we use RSS measurements to fit parameters of a simple path loss model. Theoretical and measurement-based propagation models indicate that the average received signal power decreases logarithmically with distance [24]. Therefore, we use

$$P_r = K \cdot P_t / d^\alpha$$

(1)

to model the received signal power \(P_r\) for a given transmit signal power \(P_t\), and transmitter-receiver distance \(d\) [24]. In (1), \(\alpha\) is called the path loss exponent, and takes values between 2 and 6 depending on the propagation environment. \(K\) is a constant that depends on the transmission frequency, antenna gains, and antenna heights. In dB scale (1) takes the form

$$P_r[\text{dBm}] = P_t[\text{dBm}] + K[\text{dB}] - 10\alpha \log_{10} d$$

which exhibits a linear dependence between the received signal power in dB and the logarithm of the transmitter-receiver distance.

Figure 3 shows 180 received signal strength (RSS) measurements when the nodes are configured for 802.11b for different
Fig. 4. Received signal strength (least squares fit of measurements) as a function of transmitter-receiver distance for different WCB heights.

**TABLE I**

<table>
<thead>
<tr>
<th>WCB height</th>
<th>$K$ [dB]</th>
<th>path loss exponent $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 m</td>
<td>-22.26</td>
<td>3.19</td>
</tr>
<tr>
<td>10 cm</td>
<td>-13.31</td>
<td>3.45</td>
</tr>
<tr>
<td>50 cm</td>
<td>-16.43</td>
<td>2.97</td>
</tr>
<tr>
<td>1 m</td>
<td>-17.71</td>
<td>2.78</td>
</tr>
</tbody>
</table>

We next investigate the link reachability for different 802.11 protocols and WCB heights. We tested reachability by reducing the distance between AP and WCB until obtaining reliable association. After association, we continued reducing the distance until obtaining reliable ping for 10 seconds. Figure 5 shows the longest link range possible for 802.11a/b/g, each operating at the lowest possible physical data rate (i.e. OFDM 6 Mb/s for 802.11a/g and CCK 1 Mb/s for 802.11b). We note that the measurement results for 802.11b/g with WCB height of 0.5 and 1 m were limited by the length of the field where we performed the test. As a result, in Figure 5 we represented the corresponding values using predictions derived from our model as follows. The reachability of 802.11g for WCB height of 10 cm is 280 m, and the corresponding RSS derived from the least squares fit of the data is -78 dBm. To estimate the reachability for WCB heights of 50 cm and 1 m, we use our model and estimated parameters to find the distance at which the RSS is -78 dBm. The corresponding estimated reachability distances for 802.11g are 558 m and 773 m. Similarly, we observe that the reachability of 802.11b for WCB height of 10 cm is 430 m, and the corresponding least squares fit of the RSS data is -84 dBm. For WCB heights of 50 cm and 1 m, our model predicts this RSS at distances of 888 m and 1270 m, which should be the corresponding reachability distances.

We see that antenna height plays an important role in link distance. In addition, the use of lower frequencies (11g 2.4 GHz over 11a 5 Ghz while the same modulation) and lower
data rates and more robust modulation schemes (11b 1 Mb/s over 11g 6 Mb/s in the same frequency), all contribute to increasing the communication range.

IV. AP-TO-AP BACKHAUL LINK

Backhaul links carry the aggregated data from the sensor nodes. This demands high throughput links for the backhaul and we use 802.11n. We will briefly describe key PHY/MAC enhancements of 802.11n and evaluate how they impact the throughput of long distance outdoor links.

A. Background

802.11n uses different PHY layer and MAC layer mechanisms to achieve high throughput. We review some of these features.

1) Frame Aggregation and Block Acknowledgement: In order to reduce the MAC overhead, 802.11n allows grouping multiple consecutive frames to form an aggregate frame. Frame aggregation hence increases the utilization of each channel access. One type of aggregation is A-MPDU (Aggregated MAC Protocol Data Unit) where multiple MAC frames (MPDUs) are combined. On the other hand, multiple upper layer packets coming to the MAC layer is aggregated to form A-MSDU (Aggregated MAC Service Data Unit).

In legacy MAC protocols, an ACK frame is always sent by the receiver for each correctly received data frame. 802.11n allows the receiver to send a single acknowledgement frame, called Block-Acknowledgement for several received frames. This also reduces the MAC layer overhead. An A-MPDU frame has CRC for its each subframe (MPDU) and the use of Block-ACK and A-MPDU enables the retransmission of corrupted subframes only instead of the entire aggregate frame, which is the case of A-MSDU. Thus, A-MPDU has additional MAC frame overhead for each subframe but it has lower retransmission cost compared to A-MSDU. We test A-MPDU in our experiments.

2) Channel Bonding: 802.11n introduces channel bonding where two adjacent channels are bonded to have a wider channel. Legacy 802.11 mode only supports 20MHz channels while the 802.11n specification allows the use of 40MHz bonded channels, which doubles PHY data rates. However, when using a wider channel width, there are fewer channels available for use by other 2.4GHz or 5GHz devices. Moreover, the use of wider channels is more prone to interference and reduces received power at the receiver by 3 dB because the transmitted energy spreads over twice wider channel width.

3) Guard Interval: An additional technique used to improve the throughput in 802.11n transmissions is to shorten the guard interval. The guard interval is a time interval inserted between orthogonal frequency division multiplexing (OFDM) symbols in which no valid data is transmitted. The purpose of this guard interval is to reduce intersymbol and intercarrier interference. The 802.11n specification allows for a reduction in this guard interval from 800 ns (defined in the 802.11a and 802.11g specifications), referred as Long Guard Interval (LGI), to 400 ns, referred as Short Guard Interval (SGI). Theoretically SGI provides 11% increase in PHY data rate [5].

4) PHY Layer Diversity: In addition to the MAC layer mechanisms, 802.11n uses different physical layer enhancement techniques to improve performance. 802.11n uses MIMO (Multiple Input Multiple Output) antennas with spatial diversity and spatial multiplexing. In the transmitter side, this can be achieved using SDM (Spatial Division Multiplexing) and STBC (Space Time Block Coding). In SDM, multiple independent fading signal paths are used to reduce error probability. These multiple streams are multiplexed using multiple antennas spaced sufficiently apart by half of the wave length. STBC is a pre-transmission encoding done by a MIMO transmitter that allows it to improve the signal-to-noise ratio even at a single RF receiver. Receiver side diversity gain is achieved by using Maximal Ratio Combining (MRC), that exploits spatial diversity. In MRC, a weighted sum of signals received on all antennas, taking into account the SNR of each
receive antenna, results in the combined signal being stronger than the signal received with maximum power.

Various modulation and coding schemes are defined by the 802.11n spec [5], and are represented by a Modulation and Coding Scheme (MCS) index value. Figure 6 shows the PHY rates at different MCS indices for each combination of channel width and guard interval as defined in the spec. Note that MAC and application throughput will be less than the the specified PHY data rates mainly due to the MAC layer overhead including backoff and retransmissions caused by packet losses. The spec defines MCS indices up to four MIMO streams but we only plot one to three stream MCS indices in Figure 6, as we use 802.11n chipset from Atheros that supports up to 3x3 MIMO streams.

B. Experimental Setup

We perform the backhaul experiments in an open space flat land that is the property of UC Davis Department of Plant Sciences. We selected this location as it provides a line-of-sight link of up to 1.8km with very little obstruction. Moreover, we did not detect any wireless interference on the 5 GHz band where we do the measurements. Figure 7 shows the satellite view of this location. We characterize the backhaul link for different link lengths: 300m, 800m and 1800m. One end of the link is fixed and we move the other end of the link to generate different link distances.

The wireless nodes used in our experiment are reference boards using the wireless card based on Atheros AR9380 chipset [2]. This card supports 3 × 3 MIMO operation and have three antenna connectors. It supports both 2.4GHz and 5GHz bands, and channel widths of both 20MHz and 40MHz. We use Atheros proprietary driver software to configure the reference board for our experiments. The driver allows us to change the options for channel width, guard interval and frame aggregation. Each wireless node is connected to a 3 × 3 MIMO antenna where two of the antenna elements are vertically polarized and one is horizontally polarized [1]. This MIMO antenna has a 13.5 dBi gain and 20 degree beamwidth at 5.5 GHz. All three connectors of the antenna are connected to the radio. The antennas are mounted on top of tripods that are 3m high. We use Spatial Division Multiplexing (SDM) mode as it generates higher capacity than Space Time Block Coding (STBC) mode.

We constructed a WDS (Wireless Distributed Links) link between the two wireless nodes where one is configured as the Master node, while the other one as the client node. We configure the nodes to operate on channel 149 of the 5 GHz band. We disable the card’s automatic rate adaptation scheme and manually set a fixed MCS for each experiment. We use the maximum transmit power of the chipset all throughout the experiments. We use different channel widths and vary MCS rates. Each wireless node is connected to a laptop using Ethernet. We use iperf [6] to generate UDP flows with default packet size of 1470 bytes between the two laptops. Figure 8 shows the setup at one end of the link.

As also pointed out in [12], MAC layer ACK timeout value is an important parameter in long-distance link tests. As the distance increases, propagation delay increases and the use of short timeout for long distance links can result in significant throughput reduction due to unnecessary frame retransmissions. The default timeout in the driver was 24μs and we used it for 300 meter. For 800 and 1800 meter experiments, we had to increase it to 38μs to avoid false ACK timeouts.

C. Measurement Results

1) Frame Aggregation: We first analyze the performance gain from frame aggregation. Figure 9 shows the throughput
of the 300m link when the link is configured for a) 20MHz channel width, long guard interval (LGI) and b) 40MHz channel width, short guard interval (SGI). The plot shows the throughput achieved from both enabling and disabling frame aggregation (A-MPDU). Note that we could not establish link connectivity for the higher MCS rates (MCS index greater than 18). The plot indicates a huge improvement of throughput with frame aggregation relative to the case of no frame aggregation. This is expected as frame aggregation reduces the MAC layer overhead. To see the improvement, we plot the maximum throughput achieved in each configuration for this link in Figure 10. We can see that with the configuration of 20MHz channel width and LGI, there is more than 200% throughput improvement from frame aggregation. On the other hand, we see 450% throughput improvement for 40MHz channel width and SGI.

Our throughput measurements with frame aggregation in Figure 10 are quite close to the indoor measurement results of [21], where they have achieved 113.2Mbps without channel bonding and 197.8Mbps with channel bonding using two stream SDM from a lossless indoor link. However, our measured throughput without frame aggregation is unexpectedly low (always below 40Mbps) compared to the results in [21] which showed up to 79.1Mbps with channel bonding. Although we did not have a chance to closely look at the underlying reasons due to the cost and difficulties of traveling to the measurement site, we conjecture the longer propagation delay could have caused misbehavior in backoff and other CSMA/CA mechanism. With frame aggregation, the additional overhead caused by the misbehavior is minimized because backoff and channel access overhead is applied only to one aggregated frame compared to up to 30 unaggregated subframes. Our ongoing work includes a further investigation on this low throughput without frame aggregation.

2) Channel Width: To investigate the performance gain from channel bonding, we plot the throughput achieved in different MCS indices for different link lengths for both 20MHz and 40MHz channel widths in Figure 11. As we observe huge throughput improvement using frame aggregation, we only limit our current discussion on the case of frame aggregation enabled. Figure 12 shows the maximum throughput achieved for each link length and for each channel width. We see that the throughput decreases with link length. On the other hand, we see at least 42% throughput gain from channel bonding. The improvement is greater for shorter links, 65% for the 300 m link and 58% for the 800 m link. It is interesting to see that the throughput gain gradually decreases with the increase in link lengths. Our observation is comparable to other works in literature done in indoor environments. 75% throughput gain is reported for channel bonding in [21] using SDM mode in
a lossless link using frame aggregation, whereas improvement is achieved in the range of 33% to 100% in [27].

3) Short Guard Interval: To see how much throughput gain can be achieved using the Short Guard Interval, we plot the maximum throughput achieved for the 300 m link with frame aggregation enabled for different guard intervals for 40MHz channel width in Figure 13. We can see a 4.2% improvement in iperf throughput by using SGI. As SGI can increase PHY date rate by up to 11% [5], the 4.2% improvement of UDP throughput seems reasonable considering MAC and higher layer overheads.

4) Antenna Polarization Gain: To compare the gain of polarization diversity of the used MIMO antenna with, we also measured the throughput of 300m link using three 12 dBi omni-directional antenna, the same 5 GHz antenna we used in section III, forming an antenna array at each end of the link without polarization diversity. We tested several different antenna placements such as linear array and triangle formation as an effort to obtain path orthogonality enough to support two or more MIMO streams in LOS environment. We also tested multiple spacings between the antenna elements from a few inches to 10 inches. In a nutshell, none of the tested antenna configurations provided orthogonality for two stream MCSs. Only MCSs 0 to 7 worked well with the non-polarization antenna array. According to the model in [14], at a frequency of 5 GHz, at least 6 meter antenna spacing is needed to provide orthogonality for a 300m link when the conventional linear placement is used.

Compared to the above result from the non-polarization antenna, our directional MIMO antenna with differently polarized antenna elements clearly provides orthogonal path diversity for two stream MCSs and even for three stream MCSs with low modulation schemes as shown in Figure 9. Figure 11 shows the throughput of high rate MCSs of two and three streams begin to decrease as distance increases to 800 and 1800 meters.

To better understand the reasons why high rate MCSs do not work in longer distances, we plot error rate and SNR at each link length in Figure 14 and Figure 15. Note that the error rates in Figure 14 are collected from the iperf server (receiver) reports and we set the iperf client transmission rate as the theoretical maximum achievable MAC throughput for given settings of MCS, channel width, guard interval, etc. Thus, MAC layer retransmissions, frame aggregation mechanism of the driver and the used iperf client TX rate settings affect the iperf error rate and it does not exactly match the PHY layer error. Nevertheless, high iperf error rate can provide an indication of severe packet losses in physical layer. Here we can see that the error rates inversely follow the throughput patterns shown in Figure 11.

As expected, the SNR in Figure 15 decreases with the increase in link length. Note that for a fixed number of streams, SNR decreases in higher MCS indices for each link length. This is because the sender transmits with lower power for the higher modulation schemes. In our experiments, we get the maximum throughput at MCS 15 for the 300 m link among the MCS rates with two streams (MCS 8 ~ 15), whereas for the 800 m link we get the maximum at MCS 14. For the 300 m link, MCS 15 shows 38 dB SNR which is high enough to decode its modulation and coding (Modulation type:64-QAM and coding rate=5/6). The SNR of MCS 15 for the 800 m link is 25.4 dB. Since the required SNR to decode 802.11a 54 Mbps (64-QAM 3/4) is around 22 dB [17], MCS 15 (64-QAM 5/6) should require higher SNR to be decoded correctly. We can see that 25.4 dB is not enough for MCS 15 (64-QAM 5/6). This indicates that the reason for packet losses in long distance links is low SNR, not the lack of diversity gain.

Moreover, we can also see in Figure 11 that for most of the cases the 300 m and the 800 m links perform well with two stream MCSs but not with three stream MCSs. On the other hand, for the 1800 m link, we only get the connection for lower MCS rates for each number streams. These observations indicate that polarization gain of the antenna is in effect up to the 1800 m link in our experiments but low SNR is the limiting factor governs all MCSs in 1800m. Two stream MCS rates are well supported by the polarization antenna for long range line-of-sight links as long as enough SNR is given at the receiver. Three stream MCS rates are partially supported only with lower MCS rates with robust modulation and coding schemes. These results conform with the design of the polarization MIMO antenna we used. It has three antenna elements to be able to support up to three MIMO streams but there are only two polarization planes (vertical and horizontal), which explains why two streams are well supported but three streams are not.
V. Conclusion

We have considered an outdoor WiFi network for land-based oil and gas exploration wireless sensor networks. The scenario is different from the traditional long distance WiFi network in the sense that nodes are placed closer to ground level compared to other work. We present a measurement experimental study of two types of links of this network. For the first-hop link, we use 802.11a/b/g to find the maximum link range. We construct a path-loss model for our network and show that it is different from the indoor environment. We use 802.11n for the backhaul link and evaluate different PHY/MAC layer features provided in 802.11n. We have shown that high throughput can be achieved in long distance links using 802.11n even in open spaced outdoor networks. We have obtained a maximum throughput of 148 Mbps for the 800 m link and 40.8 Mbps for the 1800 m link. We have also shown that two stream MCS rates are supported by the polarization antenna for long range line-of-sight links, but three streams are limited and determined by SNR. Our study can be complementary to the current works on 802.11n as most of these analysis were done in indoor or urban environments. We believe that our analysis can be a benchmark for the deployment of such network scenario.
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