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1 Introduction

A simple definition of a Virtual Environment (VE) is a computer-generated simulation: the term usually implying the use of 3D computer graphics in the interface. VEs can in addition be multi-user, supporting multiple interacting users, and distributed, running on several computers connected by a network. It has become common to refer to a VE with both these additional properties as a Distributed Virtual Environment (DVE).

The World-Wide Web (WWW) can be thought of as a virtual space of documents. Although many users may be using it at once they are not aware of each other and cannot usually interact via the Web, so the Web is not multi-user in the sense used in this paper. One of the Web's strongest points is that almost anyone can run a Web server or add a document, and all you need to access a document is its Uniform Resource Locator (URL). You can also link your document into the virtual space using URL hyperlinks. So the Web has distributed construction, but not distributed execution. Other than conceptually, there is no totality of web documents. Even if you to try to list all the accessible URLs, the list changes as you enumerate it.

The Virtual Reality Modelling Language (VRML [1]) treats VEs very much as 3D Web documents: VRML worlds can include content from URLs and contain hyperlinks to other VRML worlds or anything else that can be described by a URL. The challenge for DVEs is to maintain the Web properties of distributed construction and connectivity, while adding multi-user interaction and distributed execution. Successful solutions have the potential to change the Web itself, taking it in the direction of the global cyberspace dreamt of by many [2][3].

Engineering a DVE is not easy. One has to attempt to maintain consistency of state across the DVE, keep latency within bounds making interaction possible, and use the minimum amount of bandwidth. Trade-offs obviously have to be made. A common approach is to sacrifice exact consistency at all times in favour of approximate consistency. This can improve latency and reduce bandwidth. Another common technique is to subdivide the environment into zones, pieces that can be treated more-or-less independently [4].
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Although there have been many attempts to develop DVE systems [5], they have not become widely adopted for many reasons. Distributed Interactive Simulation [6] is tailored to specifically to military applications to be of general use; even the US Department of Defense's High-Level Architecture [7] initiative - intended to support broadened goals for modelling and simulation - is still very much military-focused.

DIVE (Distributed Interactive Virtual Environment) is quite a successful system within academic circles for exploring the issues related to collaborative virtual environments [8]. Also worthy of note is Open Community from Mitsubishi Electric Research Laboratories which takes the form of a number of services and Application Programmer's Interfaces (APIs) and uses VRML as a front-end [9]. Considering that VRML is an established standard for 3D content on the Internet and has a large user base, extending it to support multi-user VEs should be a better way of implementing a widely accepted DVE system.

The core VRML standard enables content authors to develop VEs, but does not have the functionality to support DVEs (Open Community does not use VRML to model the multi-user content, just the user interface). This multi-user deficiency has been addressed by a number of companies, e.g. Sony with Community Place Browser/Bureau [10] and Blaxxun Interactive's Community Client/Server [11]. Both of these solutions have defined their own proprietary extensions to VRML using PROTOs, which define scripts that manage state sharing and user control by coordinating with a server. Having augmented the standard VRML nodes with vendor-specific extensions to create a multi-user environment, the user is restricted to using the servers from the same vendor.

It was these proprietary, closed systems that motivated the formation of the VRML Consortium's Living Worlds Working Group. This paper begins with a brief overview of the working group's draft specification for vendor independent multi-user extensions to VRML. The implementation of LivingSpace - a Living Worlds (LW) compliant system - is described, with specific focus on how the application-neutral Keryx Internet Notification System has been used to provide the communications and state-sharing infrastructure. The paper concludes with the description of a multi-user world and how it was constructed using the facilities offered by LW.

2 Living Worlds

The conceptual framework that supports the group's proposed multi-user functionality addresses the common problems of avatar control, state distribution, concurrency control, security, etc. The LW specification describes a number of VRML PROTOs, their function and their relationship with each other. Some of these PROTOs provide the core processes and must be present in a LW world, some deliver optional functionality and others merely have a utility function.

At first glance, LW seems overly complex, but this is mainly due to three things. Firstly, the solution of these problems within a language that does not lend itself well to their implementation. Secondly, great lengths were taken to separate the functional elements from those of the implementation so that authors could write the content without worrying about who had implemented the multi-user technology (MUTech) that would be used to execute the world. Finally, steps were made to protect an authored world from malicious third-party content.

A full LW implementation would be very time consuming to complete and not all of its features would be used most of the time. At the time of writing, the contents of a core LW specification are being finalised which includes the minimum set of functionality needed to author a multi-user world. This paper is restricted to only discussing the contents of this core specification.

2.1 Structure

A LW world is subdivided into one or more Zones. A Zone is used to group all the elements of the VRML scene that will be shared: geometry, data, etc. Zones need not be defined spatially, but this is one obvious use for them. Any VRML content not included in a Zone is of no interest to the MUTech. A Zone can contain any number of SharedObjects. Each SharedObject represents an entity whose state and behaviour should be shared between clients. In an effort to hinder any malicious content and abstract
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3 As in MERL's Spline system [12].
them from the underlying MUTech, these two entities have been separated into a number of components (Figure 1).

Zone and SharedObject (SO) provide a high-level interface for other non-LW VRML content to use; PrivateZone and PrivateSharedObject (PSO) contain the body of their respective entities' definitions; finally, MUTechZone and MUTechSharedObject represent the implementation-specific components. Consequently, the functionality of these lower level components is largely dependent on the LW implementor. When the MUTech initialises the Zones and the SOs in the world it detaches the private components of these entities from the scene graph. Now, any VRML content not authored at the same time as the Zones and the SharedObjects will not be able to get to their sensitive internals and violate the protocol of their use.

![Diagram of Living Worlds standard content and vendor-specific MUTech](image)

**Figure 1. Decomposition of a LW SharedObject and Zone.**

### 2.2 State Management

The state of a SO is stored in the PSO and includes a name, its visual appearance, position, orientation, scale, whether its an avatar, user-defined state, etc. It also exposes the low-level interface needed to manage the object's lock.

Each object in a Zone is replicated on each of the clients with users present in that Zone. One of these objects is nominated the pilot and consequently all the other replications are deemed drones. The drones, in their simplest form, are merely local surrogates for the object and simply reflect updates received from the pilot. VRML events routed to drones, e.g. the results of remote user interactions with the shared object, are forwarded to the pilot, via the MUTech, for processing. This ensures that the pilot acts as a synchronisation point for all changes to the shared object⁴. Should some other object in the world wish to perform an action on the SO that would cause a state change and requires that no other client may do the same concurrently, then it can acquire the SO's lock, make the change and then relinquish the lock.

The user-defined state mentioned earlier is described using any number of NetworkState nodes (Figure 2). A different NetworkState node has been defined for every primitive VRML type, i.e. NetworkSFBool (for SFBool), NetworkMFSString (for MFString), etc., and contains some flags indicating how updates should be treated. When a value is sent to a NetworkState node a number of different things may happen depending on these flags:

1. The state change is forwarded to all the other MUTechs and then, after all deliveries have been completed, the update is reflected locally.
2. The state change is reflected locally immediately and then forwarded to the other MUTechs.
3. As in 2, the state change is reflected locally first, then forwarded to all MUTechs, but when the update has been successfully delivered a further update is sent locally.

---

⁴ More autonomous drone behaviour is possible in LW, but this is outside the scope of discussion in this paper.
Which option to use depends on what compromise the author chooses to strike between latency and synchronisation. Option 1 ensures that all clients end up with the same value\(^5\) but sacrifices latency. Option 2 opts for low latency but lets synchronisation slip and option 3 tries to strike a balance between latency and synchronisation (with a slight emphasis on better latency).

When the remote NetworkState nodes receive the updates, they generate an event which is usually routed to some other piece of VRML content. An optional flag indicates whether updates can only be sent from pilots.

![Diagram](image)

Figure 2. Using NetworkState nodes to share local world state.

### 2.3 Messaging

SOs can send messages to other SOs on the local client, from the pilot to their remote drones, or from a drone to its corresponding remote pilot. These messages take the form of Message nodes and can contain any kind of content that may be encoded using VRML primitive types. LW authors may provide MessageHandlers that are used to dispatch incoming messages to authored scripts. These scripts may manipulate the scene and/or return a message to the sender. Each SO has two MessageHandlers: public and private. The public message handler is used with messages sent by SOs on the local machine, while the private handler dispatches messages sent from Selectors (see below) and received from their respective pilot or drone(s).

### 2.4 User Interface

Each SO may have a number of pre-programmed behaviours. These can be triggered by NetworkState updates, Messages or through a user-interface. Selectors offer the facility to construct menus that may be associated with SOs. Their presence and the functions they offer is up to the author but, typically, a SO presents different interfaces to the pilot and the drones. The pilot selector is displayed automatically on the client where the SO's pilot is created, but the drone selector is displayed only when the user clicks on the SO's drone. These pop-up menus appears offer the service the author wants to make available, e.g. the ability to change the object's colour, perform a simple animation, and so on.

### 2.5 Avatars

The user's representation within the world is defined by a SO, but there are a number of specific functions built into PrivateSharedObject and PrivateZone to acknowledge that this is a special type of object. LW does not place any restrictions on the definition of an avatar, i.e. its looks, behaviour or structure. Its only requirement is that it responds to orientation and position updates sourced either from the result of the user's interactions with the browser if it is a pilot, or from the updates sent by the MUTech if it is a drone. Everything else is left up to the author who may use NetworkState nodes and Messages to supplement the basic state sharing, and Selectors to augment the basic browser interface.

---

\(^5\) In a single server system.
3 Core LW Implementation

Our implementation of the draft standard for Core LW is called LivingSpace. It is divided into two parts, a zone client and a zone server. There is a zone client in every VRML browser connected to a world, but there is only one zone server for each zone. The zone clients and the zone server communicate using the Keryx Notification System (KNS), as shown in Figure 4. KNS is an event notification system which connects clients via Event Distributors (EDs). The zone server is an ED plugin, extending its functionality with DVE-specific interfaces. KNS is described further in the following section.

The layers making up a LW client are shown in Figure 3. The top layer represents the standard VRML content used to describe the world. Each client of the world has its own copy of the content. Changes to the content will not be communicated to other clients unless the world contains SharedObjects. SOs are exported to other clients by being made children of the Zones in the world.

We used ECMAScript and Java to implement all the LW PROTOs, including SharedObject and Zone. ECMAScript was used wherever possible, but all interfacing to the client-side of the MUTech had to be done in Java, since it required network access. Conceptually, at least, the MUTech client is the last layer within the VRML browser; KNS is available to any process on the client machine, not just the browser.

3.1 Keryx Notification System

We only have space to give a summary of the application-independent Keryx Notification Service here, so we will limit the description to those features relevant to our DVE work. More detail on KNS can be found in [12], as well as a downloadable Java implementation.

KNS supports anonymous interactions between loosely coupled parties by routing notifications between them, based on the content of the notifications. The producer of a notification does not have to know who the receivers are, or how many there are, and the receiver of a notification does not have to know where it came from. This is in contrast to a distributed object model, which typically assumes direct coupling between interacting parties.

We think of the notification service as a cloud of events. Sources inject events into the cloud, and the notification service takes care of delivering them to clients. The internal structure of the cloud is of no concern to clients. Other event-oriented notification systems include TIBCO's The Information Bus [14] and the recent submission to the Object Management Group's RFP for notification services [15].

A notification can be thought of as signalling the occurrence of some event. The notification contains information about the event in a structured and self-describing format. We often use the terms event and notification interchangeably.

Keryx events are encoded in SDR (Self-Describing Data Representation [16]), a textual syntax for structured data. A Keryx event is an unordered list of field name and value pairs, known as a map. Values in the map may themselves be maps, lists or unstructured elements such as numbers, strings and binary data. SDR supports flexible quoting making it straightforward to encapsulate strings containing data with its own syntax, such as VRML, without extensive processing. Counted binary data can also be used. Although KNS is implemented in Java, the simplicity of the SDR format for events makes it a simple matter to send and receive events from other languages. We have used Scheme, C/C++, and Perl as well as Java applets in our research.

Clients of the notification system are decoupled by Event Distributors (ED). Sources send events to an ED which delivers them to clients. An ED also provides services, by recognising some events as directed to its own event interfaces and processing them specially. Other events are treated transparently by an ED. In addition, the basic functionality of an ED may be extended by creating Java classes which implement an extension interface, allowing them to modify the ED's internal event handling and introduce new event interfaces. LivingSpace uses this mechanism to install its Zone server in an ED.

A KNS client requests delivery of the events they are interested in by sending a subscription event to an ED. The subscription is intercepted by the ED, which arranges for events to be delivered. A subscription defines the events of interest to a client by including a filter, a predicate over events. Only events that pass some subscription's filter will be delivered to a client. Filters can express a wide class of predicates over
events. Among other things, filters can test for the presence or absence of fields, check equality of values and test for one list being a prefix of another.

An event source simply connects to an ED and sends events with the content it wishes distributed. The ED delivers the events to all clients having matching subscriptions. An event sender does not need to know who the receivers are, nor does an event receiver need to know who the senders are. As long as an event satisfies a client's subscription it is delivered, and the presence of data not examined by the filters has no effect on delivery. This means that fields can be added to events without disturbing existing clients. This can be useful when evolving an existing system, such as a VE.

Some DVE systems use IP multicast as a group communication mechanism. There are problems with this, such as the low penetration of IP multicast. IP multicast is also a datagram service, and so has no delivery guarantees. Reliable IP multicast is an active research area [17][18]. Wide-area event distribution can be seen as simulated multicast, however, EDs can use multicast itself where appropriate. In some ways, event filtering makes event distribution more powerful than IP multicast, since events will not go to all subscribers, only to those whose filters they pass. Clients can use filters to express directly the set of events they wish to see, regardless of the mapping of those events onto network addresses.

![Diagram of layers for a Living Worlds client](image)

**Figure 3.** Composition of layers for a Living Worlds client.

### 3.1.1 DVE Support

We believe that DVEs must be open. By this we mean that they must essentially be defined in terms of the protocols they use, and that there should be no artificial barriers obstructing the implementation of those protocols. It should be possible to build a seamless DVE out of pieces having diverse implementations. We also believe that DVEs should be open in the sense of being able to interwork with external and legacy applications. KNS matches these requirements well, which is why we use it as the transport for our DVE protocols. In addition we find its properties match DVE requirements well. KNS supports group interactions, it has no bias towards graphical data, and scales to many parties.

### 3.2 Zone Management

In LW, a DVE is constructed of zones. A zone represents a collection of information of interest to participants in the DVE. Each zone has an Event Distributor acting as the coordination point for its events, with the whole DVE being a network of these. Each ED coordinating a zone runs a zone server extension to implement the zone-specific functionality.

A zone server implements a generic state-sharing protocol using events. There are events for mutual object creation, differential state update, complete state update, object deletion, operations on objects, and they are also used to manage participation in zones. Events for all zones have the same content type, and are disambiguated by their zone ID field. Clients use their subscription filters to restrict their event flows to the zones they are interested in. The event distribution mechanisms do not interpret the events and place no restrictions on the contents of updates. It is up to the object receiving an event to interpret it, whether the event is a state update or other message.

We break activity in a zone into sessions. Initially, there are no clients connected to the zone, and there is no session active. A session starts when the first client connects, and lasts until all clients have disconnected.
3.3 Joining a World

The first action of any LW client is to join an existing Zone (section 2.1) by connecting to the ED nominated in the MUTechZone PROTO and sending a connect event containing the name of the zone. This event is intercepted by the zone server. The zone server maintains a list of active zones and if the authored name provided in the MUTechZone definition is the same, it admits the client to the session. The zone server registers KNS subscriptions on behalf of the client (including relevant filters), so that the client is kept informed of activity in the zone. The zone server then sends the client a report containing the current state of all shared objects and a list of the other connected clients.

The client then begins to create its initial objects: those SOs that have been authored as part of the content of the world. Other clients will also create their own copies of these objects and they must be associated so that their state can be kept consistent. Each client creates its initial objects in the same order, numbering them as it goes, and allocating them a unique identifier. The clients communicate the initial object number and unique identifier to the zone server.

By default, the first client to create a given initial object is made its pilot. When another client creates its copy of the same initial object (identified by its number), the zone server sends it an event telling that someone else has already created that object using a different unique ID. The client then changes the object’s ID to that sent by the zone server and makes it a drone. This ensures that all clients refer to the initial objects using the same IDs.

The new client then processes the report sent by the zone. This may include objects that have been created since the session began and are not part of the authored LW world. The client creates drones for these new objects which are predominantly (but not limited to) the avatars of other users in the system. The report also includes the current state of the SOs, so that the client can bring everything up-to-date.

![Figure 4. Event paths between three clients for a single object.](image)

3.4 Avatars

During the initialisation process, the user on the client joining the session is presented with a list of avatars to choose from. When the user selects one, a SO for it is created and the relevant plumbing performed to ensure that movements of the user’s viewpoint made using the browser’s controls are translated into avatar movements. After the zone server has been asked to create the avatar, it notifies all other clients in the zone and they create drones in the normal way. The avatar’s owner is then presented with a Selector menu which contains the various avatar-specific functions available to them. These are used to initiate behavioural animations in the avatar’s drones: waving, nodding, jumping etc.

The PrivateZone monitors the user’s viewpoint, using a ProximitySensor’s events to update the position and orientation of the user's avatar. To avoid swamping the network with these updates (emitting from
the ProximitySensor at the frame rate of the browser) we use a variation of the dead-reckoning technique used in DIS [6]. Drones predict avatar position and orientation using parameters sent to them. The pilot samples the actual values and compares them with the prediction, sending an update when an error threshold is exceeded. We use velocity, path curvature and angular velocity for prediction, as discussed in [19].

Avatar animations are executed locally by drones, with the avatar pilot controlling which animation is executed. The exception to this rule is the walking animation which is triggered automatically when the user’s viewpoint moves.

3.5 Sharing State

The state of SOs is kept consistent across all connected clients. When the pilot for a SO changes its state, by modifying the values in NetworkState nodes for example, it sends a state update event to the ED for the zone. This event is then delivered to the other clients so they can update their local copies. The event is also handled by the zone server, which keeps a record of the current state of all SOs. If a new client connects it will be sent the current state of SOs in the zone report (as discussed in section 3.3).

If a client disconnecting from the zone has any SO pilots running, the zone chooses another client to become pilot and the SO state is preserved. At the moment, when all the clients have disconnected and the session ends, the SO state is lost.

Pilot movements of avatars or autonomous objects, state updates, messages, etc., are relayed by the LW nodes to the MUTech client which generates the appropriate notifications that are routed to the appropriate zone server. The relevant remote MUTech clients are informed and the event is transported back up through the stack and the LW nodes until the end effect on the VRML world is realised (Figure 3).

Figure 4 shows the path of updates from a LW pilot to its drones. In KNS parlance: a drone subscribes to the state update notifications that its pilot publishes. The KNS then ensures that all drones will receive changes in their pilot’s state. The pilot in turn subscribes to updates generated by its drones, so that when a local interaction occurs on a remote client the drone can inform the pilot simply by generating an appropriate notification.

3.6 Persistence

The state sharing mechanism described above supports persistence within a session. Providing persistence when all clients disconnect and a session ends would involve transferring ownership to the zone server. It would be straightforward to maintain the current state by saving it when a session ends, and restoring it when a new session starts, though we have not implemented this. The strongest form of persistence involves keeping objects running even when all clients have disconnected. We do not envisage supporting this since it appears to require implementing the full VRML execution model in the zone server, and it is not required by Core LW.

3.7 Locks

Core LW requires support for SO locking. The zone server maintains a lock for each SO, and a queue of lock requestors. Clients can request an object lock by sending an event to the zone server. The server will reply, granting the lock if it is free, or add the requestor to the lock queue if someone else holds it. When a client releases a lock it holds, the lock is granted to the requestor at the front of the queue. The zone server releases all the locks a client holds when it disconnects. Lock events are generated by the MUTech in a client in response to a PSO eventIn, and the replies from the zone server end up generating a PSO eventOut indicating the lock status.

3.8 Zone Monitor

Our Java code running in a VRML browser uses events to communicate with the zone server, but other applications can use the same interfaces too. We have implemented a zone monitor as a Java application. This application connects to the ED for a zone and displays the current state of the objects as text. Its user interface allows the user to manage the objects in the zone. This is very useful for administration and debugging.
3.9 Extensibility

The LW specification does not address interoperability of MUTechs, or the communication of VRML objects with external entities. We support external communication by using KNS directly. This is done by making calls to the KNS API from Java running in Script nodes. VRML objects (scripts) sending messages do not actually know whether the receiver is another VRML object or not. So in our architecture the receiver could well be an external application. Conversely, external applications can send messages to VRML objects. An example of this is given in section 4.4.

4 Applications

To put this work into context, this section will describe an example world that we have built which demonstrates a number of the features discussed in this paper. The environment includes a collaborative display, Human Animation (H-Anim) Working Group v1.0-compliant avatars and real-time audio conferencing between users.

4.1 Slideboard

The Slideboard is a combination of a slide projector and a whiteboard (Figure 5). The control panel at the bottom can be used to display the finite number of images that the whiteboard has in its memory. The object may be authored to load a pre-defined set of images upon initialisation, e.g. a presentation. The familiar video-like controls enable the user to control this slide-projector-like functionality. Next to the movement controls on the bottom panel are buttons for removing the current slide from memory, acquiring the lock for this object and relinquishing it. The user that acquires the lock can take control of the presentation and has exclusive use over the other features of the whiteboard. The panel on the right hand side provides tools for modifying the current slide, including a colour palette to choose from when drawing on the main panel using the mouse. (As the user drags the mouse around the panel, the Slideboard converts the input into a series of indexed line sets.) The modifications operate on an overlay which may be erased or, if the changes need to be saved, can be combined with the current slide. An overlay exists for every slide in memory. It is also possible to load images from disk and to send the current slide out into the VRML world.

Figure 5. Main elements of the combined slide projector/whiteboard.

How has all of this been achieved? Each image is referenced by URL and the current contents of the Slideboard’s memory are held in a couple of NetworkState nodes, an MFString for the URLs and an SFInt32 for the current slide number. As the user moves through the slide show, the value of the NetworkState node holding the current position is modified. This state change is reflected to the remote clients and they subsequently change the current slide being displayed. A similar process occurs when
images are deleted or loaded from disk. The Slideboard overlays are composed of coordinates making the index line sets and are also stored in a NetworkMFSString node, each SFString holding the details for a single overlay. If an overlay is combined with a slide (using a JPEG library), the resultant image is pushed to a web server, the new URL inserted into the MFSString representing the board’s memory and the display refreshed. This new set of URLs is, of course, reflected to all other clients.

The result is a collaborative tool that can be used to make slide presentations, annotate them, save the results and load in other images for discussion. A user may join the session at any time and will always see the current state of the whiteboard thanks to the use of the NetworkState nodes and the persistence service offered by the zone server.

4.2 Avatars

The avatars used in our worlds are H-Anim v1.0-compliant. We have provided them with a number of pre-programmed animations for particular gestures, e.g. nod, shake, wave, etc. These are presented to the user in the form of a Selector, as shown in the bottom right of Figure 6. Pressing one of the buttons results in a Message being sent to the user’s avatars on the remote clients to trigger the relevant animation. The user’s movements through the world are intercepted by the dead-reckoning code built into the MUTech and used to synchronise a walking animation in each drone. The implementation details, issues and problems associated with using these avatars within the confines of LW are dealt with in [19].

Figure 6. Multi-user environment featuring SlideBoard and H-Anim compliant avatar.

4.3 Business Cards

By clicking on the avatars in the environment, e.g. Dilbert in Figure 6, the user can obtain the drone Selector associated with the avatar which may list a number of functions that can be performed in the context of the avatar. A common function is to obtain the virtual business card containing details about the user behind the avatar. When the user clicks the “get business card” button, a Message is sent to the drone’s private MessageHandler which executes a script resulting in a Message being sent to the drone’s pilot. Having relayed the Message across the network, the MUTech sends it to the pilot’s private MessageHandler, which dispatches it to the relevant handler script that constructs a reply containing the
user’s information and sends it back to the drone. The drone receives this Message via its private MessageHandler and this results in a window displaying the business card.

4.4 Streaming Audio

So far, a user can walk around the world in the safe knowledge that other users can see their avatar walking around (rather than floating) and the user can trigger specific gestures as and when they wish. However, they cannot talk to each other.

TalkSpace [20] is a distributed audio rendering application that creates a shared synthetic 3D audio environment. The voice of each participant in the environment is digitised and streamed over the packet network to each client in real-time using multicast. When a client receives an audio stream, it passes it through a spatial filter to “position and orient” the audio in 3D space. By positioning each voice at a different location it is possible for the user to more clearly identify who is talking and when.

The interface to the TalkSpace client was built using KNS and was based on the model of a VE. For example, each user is assigned an avatar which includes information about location, orientation, and parameters for the spatialisation of their voice, e.g. attenuation, cones of influence, etc. This meant that integration with our LW implementation was straightforward. When a user joins a LW zone, their client also joins a TalkSpace session and makes the relevant bindings between the LivingSpace and TalkSpace avatars. Now users can walk around the world talking to each other and hear the other users’ voices emitting from the same point in space as their avatar is occupying.

5 Summary

This paper has given an overview of the Living Worlds Working Group’s core specification for multi-user VRML worlds. LivingSpace, an implementation of a system conforming to this specification, has been presented and its utilisation of the application-neutral Keryx Internet Notification System described. To aid the reader’s understanding of how LW may be used to construct a useful shared environment, the constituent parts of a demonstration world were outlined. These included a collaborative slideshow and real-time, spatialised, streaming vocal audio between participants. Of particular note was the ease in which LivingSpace could be interfaced with an external system through the use of KNS.

Future work will be centred on the further exploitation of KNS. Even though zones restrict the event traffic somewhat, we want to be able to further restrict traffic using spatial filters. A spatial filter includes a predicate saying that only updates with a position in a given region should be received, for example within a given radius of the client’s position. This can greatly reduce update traffic. However updating the region involved in the spatial filter for a moving client could cause a lot of traffic. We envisage applying the general prediction technique to spatial filters, thus reducing filter update traffic.

Since KNS event filters are completely general we can filter events using any suitable criteria. This allows clients to filter out events from objects they are not interested in for any reason, not just their location. Filters give us new ways of grouping traffic based on interest, and in the extreme can give each user their own channel within the wider event flow. This is much more general than the dynamic allocation of multicast groups based on location, as discussed in [21].

We believe that events may also be a good approach to MUTech interoperability. Whatever a MUTech does internally, it only has to deal with our LW event interface in order to interoperate with our implementation. Although LW content is portable among MUTechs, without interoperability a given world has to execute on a single MUTech implementation. Interoperability will be central to scaling LW, and allows distributed construction and execution of large-scale worlds. After all, one cannot assume that a large-scale world executes on a single MUTech implementation.
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