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ABSTRACT

The Al phaStation 600 5-series workstation is a high-perfornmnce,
uni processor design based on the Al pha 21164 m croprocessor and
on the PClI bus. Six CMOS ASI Cs provide high-bandw dth,

| ow- |l atency interconnects between the CPU, the main nmenory, and
the I/0O subsystem The verification effort used directed,
pseudor andom testing on a VERI LOG software nodel. A

har dwar e- based verification techni que provided a test throughput
that resulted in a significant inprovenent over software tests.
This technique currently involves the use of graphics cards to
enul at e generic DMA devices. A PCl hardware denon i s under

devel opnent to further enhance the capability of the

har dwar e- based verification.

| NTRODUCTI ON

The hi gh-performance Al phaStati on 600 5-series workstation is
based on the fastest Al pha mcroprocessor to date -- the Al pha
21164.[ 1] The I/ O subsystem uses the 64-bit version of the

Peri pheral Conponent Interconnect (PCl) and the Extended I ndustry
Standard Architecture (EI SA) bus. The Al phaStation 600 supports
three operating systems: Digital UNIX (formerly DEC OSF/ 1),
OpenVMS, and M crosoft's Wndows NT. This workstation series uses
the DECchip 21171 chip set designed and built by Digital. These
chi ps provide high-bandw dth, |ow Il atency interconnects between
the CPU, the main nenory, and the PCl bus.

Thi s paper describes the architecture and features of the

Al phaStation 600 5-series workstation and the DECchip 21171 chip
set. The systemoverviewis first presented, followed by a
detail ed discussion of the chip set. The paper then describes the
cache and nmenory designs, detailing how the nmenory design evol ved
fromthe workstation's requirenments. The latter part of the paper
descri bes the functional verification of the workstation. The
paper concludes with a description of the hardware-based
verification effort.

SYSTEM OVERVI EW

The Al phaStation 600 5-series workstation consists of the Al pha
21164 m croprocessor, a third-level cache that is external to the
CPU chip, and a systemchip set that interfaces between the CPU
the nmenory, and the PClI bus. The DECchip 21171 chip set consists
of three designs: a data slice, one PCl interface and
menory-control chip (called the control chip), and a



m scel | aneous chip that includes the PCl interrupt |ogic and
flash read-only nenory (ROM control. The Intel 82374 and 82375
chip sets provide the bridge to the EISA bus.[2] Figure 1 shows a
bl ock di agram of the workstation.

[Figure 1 (Al phaStation 600 5-series Wrkstation Bl ock Di agran
is not available in ASCII format.]

The SysData bus transfers data between the processor, the CPU s
tertiary cache, and the data slices. The 128-bit-w de SysData bus
is protected by error-correcting code (ECC) and is cl ocked every
30 nanoseconds (ns). The data slices provide a 256-bit-w de data
path to menory. Data transfers between the PCl and the processor
the external cache (typically 4 nmegabytes [MB]), and nenory take
pl ace through the control chip and four data slices. The contro
chip and the data slices communicate over the 64-bit,
ECC-protected |1/ 0O data bus.

The maj or conponents and features of the system board are the
fol | owi ng:

o] The Al pha 21164 microprocessor supports all speed
sel ections from 266 to 333 negahertz (MHz).

o] The plug-in, external wite-back cache (2 MBto 16 MB)
has a bl ock size of 64 bytes. Access tinme is a multiple
of the processor cycle tinme and is dependent on the
static random access nenory (SRAM part used. Wth 12-ns
SRAMs, typical access tines are 24 ns for the first 128
bits of data, 21 ns for renmining data.

o] The system board contains a 256-bit data path to nmenory
(284 negabytes per second [ MB/s] for sustained CPU reads
of nmenory).

o] From 32 MB to 1 gigabyte (GB) of main nenory can be used
in industry-standard, 36-bit, single in-line nmenory
nodul es (SIMVs). All nmenory banks support single-sided
and doubl e-si ded SI Mvs.

o] Ei ght option slots are available for expansion: four PCl
three ElI SA, and one PCI/ElI SA shared slot. The system
design nmininmzed | ogic on the nother board in favor of
nor e expansion slots, which allow custonmers to configure
to their requirenents. The system uses option cards for
smal | conputer systens interface (SCSI), Ethernet,
graphi cs, and audi o.

o] The system supports 64-bit PCl address and data
capability.

o] Due to its synchronous design, the system s nenory,
cache, and PCl timing are nultiples of processor cycle
time.



o] The system provides an X bus for the real-tinme clock
keyboard controller, control panel |ogic, and the
configurati on RAM

Data Slice Chips

Four data slice chips inplement the primary data path in the
system Collectively, the data slices constitute a 32-byte bus to
mai n nenory, a 16-byte bus to the CPU and its secondary cache,
and an 8-byte bus to the control chip (and then to the PCl bus).

Figure 2 shows a block diagramof the data slice chip. The data
slice contains internal buffers that provide tenporary storage
for direct nmenory access (DMA), 1/O and CPU traffic. A 64-byte
victim buffer holds the displaced cache entry for a CPU fil
operation. The Menory-Data-ln regi ster accepts 288 bits
(including ECC) of menory data every 60 ns. This register clocks
the menory data on the optimal 15-ns clock to reduce nmenory

| atency. The nenory data then proceeds to the CPU on the 30-ns,
144-bit bidirectional data bus. A set of four, 32-byte I[/Owite
buffers hel p nmaxinize the performance of copy operations from
menory to |1/ O space. A 32-byte buffer holds the 1/0O read data.
Finally, there are a pair of DMA buffers, each consisting of
three 64-byte storage areas. DMA read operations use two of these
three locations: the first holds the requested nenory data, and
the other holds the external cache data in the case of a cache
hit. DMA wites use all three locations: one |ocation holds the
DVMA write data, and the other two hold the menory and cache data
used during a DMA wite nerge.

The data slice allows for simultaneous operations. For instance,
the /O wite buffers can enpty to the control chip (and then to
the PClI) while a concurrent read from CPU to main nenory is in
pr ogr ess.

[Figure 2 (Data Slice Block Diagranm) is not available in ASCl
format. ]

Control Chip

The control chip controls the data slices and main nmenory and
provides a fully conpliant host interface to the 64-bit PCl |oca
bus. The PCl |ocal bus is a high-performance,

processor-i ndependent bus, intended to interconnect periphera
controll er conponents to a processor and nenory subsystem The
PCl | ocal bus offers the prom se of an industry-standard

i nterconnect, suitable for a large class of conputers ranging
from personal conputers to |arge servers.

Figure 3 shows a block diagramof the control chip. The contro
chip contains five segnents of |ogic:



o] The address and conmand interface to the Al pha 21164
ni croprocessor

o] The data path fromthe PCl bus to the data slices by
nmeans of the 1/O data bus

o] DVA address logic, including a 32-entry scatter/gather
(S/IG map (This is discussed in the section
Scatter/ Gat her Address Map.)

o] Programmed /O read/wite address |ogic
o] The nmenory address and control |ogic

[Figure 3 (Control Chip Block Diagranm) is not available in ASClI
format. ]

CPU Interface. A three-deep queue can hold two outstanding read
requests, together with the address of a victimblock associ ated
with one of these read requests. During a DVA wite, the Flush
Address regi ster holds the address of the cache bl ock that the
CPU nmust nove to menmory (and invalidate in the cache). In this
manner, the system nmintains cache coherency during DVA wite
operations.

PCl Address Space W ndows. PCl devices use address space w ndows
to access main nmenory. During discussions with the devel opers of
the operating system we determined that four PCl address space
wi ndows woul d be desirable. ElISA devices use one wi ndow. S/ G
mappi ng uses a second. The third wi ndow directly maps a
contiguous PCl address region to a contiguous region of main
menory. The fourth wi ndow supports 64-bit PClI addresses. Future
system desi gns may provide nore than 4 GB of main nenory, thus
requiring the 64-bit address w ndow.

DVMA Wite Buffering. The control chip provides a single-entry,
64-byte DMA wite buffer. Once the buffer is full, the data is
transferred to the DVA buffers in the data slices. The design can
support 97-MB/s DMA write bandwidth froma 32-bit PCl device.

DVMA Read Buffering. 1In addition to the two 64-byte buffers

i nside the data slice, the control chip has two 32-byte DMA read
buffers. These buffers prefetch DVMA read data when the initiating
PCl read command so indicates. This arrangenment provides data to
a 64-bit PCl device at a rate of nore than 260 MB/s.

Scatter/ Gat her Address Map. The S/ G mappi ng address table
transl ates contiguous PCl addresses to any arbitrary menory



address on an 8-kilobyte (KB) granularity. For software
conpatibility with other Al pha system designs, the S/G map uses a
transl ati on | ookasi de buffer (TLB).[3] The designers enhanced the
TLB: First, each of the eight TLB entries holds four consecutive
page table entries (PTEs). This is useful when addressing |arge
32- KB contiguous regions on the PCl bus. For instance, the NCR810
PCl -t 0- SCSI device requires nearly 24 KB of script space.[4]
Second, software can | ock as many as one half of the TLB entries
to prevent the hardware-controlled replacenment algorithmfrom

di splacing them This feature reduces TLB thrashing.

Programmed I/O (PIO Wites. The designers focused on inproving
the performance of the functionality that allows a processor to
copy fromnmenmory to I/ O space. High-end graphics device drivers
use this functionality to | oad the graphics command into the
device's first-in, first-out (FIFO buffer. The data slice has
four buffers, and the control chip contains the corresponding
four-entry address queue. Four buffers hold enough I/Owite
transactions to nask the | atency of the processor's read of
menory. The control chip provides two additional 32-byte data
buffers. Wile one drives data on the PCl bus, the other accepts
the next 32 bytes of data fromthe data slices.

Menory Controller. The nmenory controller logic in the contro
chip supports as many as ei ght banks of dynam c random access
menory (DRAM. The current nmenory backpl ane, however, provides
for only 4 banks, allowing from32 MBto 1 GB of nenory. The
menory controller supports a wi de range of DRAM sizes and speeds
across nultiple banks in a system Registers programthe DRAM
timng paranmeters, the DRAM configuration, and the base address
and size for each nenory bank. The nmenory timng uses a 15-ns
granularity and supports SI MM speeds ranging from 80 ns down to
50 ns.

CACHE DESI GN

The Al pha 21164 nicroprocessor contains significant on-chip
caching: an 8-KB virtual instruction cache; an 8-KB data cache;
and a 96-KB, 3-way, set-associative, wite-back, second-I|eve

m xed i nstruction and data cache. The system allows for an
external cache as a plug-in option. This cache is typically 2 MB
to 4 MBin size, and the block size is 64 bytes. The access tine
for the external cache depends on the CPU frequency and the speed
variant of the cache. Typically, the first data requires 7 to 8
CPU cycl es; subsequent data itens require 1 or 2 fewer cycles.
The actual val ue depends on both the nmini num propagation tine

t hrough the cache | oop and on the CPU cycle tinme. The externa
cache data bus is 16 bytes wide, providing alnost 1 GB/s of
bandwi dth with a 333-MHz CPU and a 5-cycle cache access.

The processor always controls the external cache, but during a



cache mss, the system and the processor work together to update
the cache or displace the cache victim For an external cache

m ss, the system perforns four 16-byte loads at 30 ns. Any dirty
cache block is sent to the victimbuffer in the data slices, in
parallel with the read of nmenory. Fast page-node nmenmory wites
are used to wite the victiminto menory quickly. (This is

di scussed in the section Menory Addressing Schene.)

During DMA transactions, the systeminterrogates the CPU for

rel evant cache data. There is no duplicate tag in the system DMA
reads cause nmain nenory to be read in parallel with probes of the
CPU s caches. |If a cache probe hits, the cache data is used for
the DVMA read; otherwi se main nenory data is used. Each DVA wite
to menmory results in a FLUSH command to the CPU. If the block is
present in any of the caches, then the data is sent to the DVA
buffers in the data slice and the cache bl ocks are invalidated.
This cache data is discarded if the DMA wite is sent to a
conplete block. In the case of a DVA wite to a partial block

the DMVA wite data is nerged with cache data or the nenory data
as appropriate. In this manner, the system maintains cache
coherency, renoving this burden fromthe software.

MEMORY BANDW DTH

The nmenory bandwi dth realized by the CPU depends on a nunber of
factors. These include the cache block size, the | atency of the
menory system and the data bandwi dth into the CPU

Cache Bl ock Size

The Al pha 21164 nicroprocessor supports either a 32- or 64-byte
cache bl ock size. The Al phaStation 600 workstation uses the

64- byte size, which is ideal for many applications, but suffers
on certain vector-type prograns with conti guous nmenory
references.[5] An exanple of a |larger block size design is the
RI SC Systen’ 6000 Model 590 workstation fromlInternationa

Busi ness Machi nes Corporation.[6] This design supports a 256-byte
cache block size, allowing it to anortize a |ong nenory |atency
by a large nenory fetch. For certain vector progranms, the Mde
590 performs well; but in other applications, the |large bl ock
si ze wastes bandwi dth by fetching nore data than the CPU
requires.

The Al phaStation 600 provides a hardware feature to gain the
benefit of a larger block size when appropriate. The Al pha 21164
nm croprocessor can issue a pair of read requests to menmory. |f
these two reads reside in the same nenory page, the control chip
treats themas a single 128-byte nenory read. In this way, the
system approxi mates the benefit of a |arger block and achi eves
284 MB/s of nmenory read bandwi dth.



Menory Latency

The 180-ns nmenory | atency consists of five parts. First, the
address is transferred fromthe nicroprocessor to the contro

chip in 15 ns. The control chip sends the menory row address
pul se 15 ns later, and the data is received by the data slices
105 ns later. The data slices require 15 ns to nerge the wi der
menory data onto the narrower SysData bus, and the last 30 ns are
spent updating the external cache and | oading the Al pha 21164

ni croprocessor.

Al t hough the 105 ns to access the nenory nmay appear to be
generous, the designers had to neet the significant chall enge of

i mpl ementing the required 1 GB of nenory with inexpensive 36-bit
SI MVs. The JEDEC standard for these SIMvs only specifies the

pi nni ng and di nensions. It does not specify the etch | engths,

whi ch can vary by many inches fromvendor to vendor. Neither does
it specify the electrical |oading distribution, nor the DRAM type
or location (1-bit parts have 2 data | oads whereas 4-bit parts
have a single, bidirectional load). Wth a 1-GB nenory system
the | oading variation between a lightly |oaded nenory and a fully
| oaded nenory is significant. Al these factors contributed to
significant signal-integrity problens with severe signa
reflections. The nenory nother-board etch was carefully pl aced
and bal anced, and nunerous ternination schenes were investigated
to danmpen the signal reflections.

Dat a Bandwi dt h

The SysData bus transfers data between the processor, the
tertiary cache, and the data slices. This 128-bit bus is cl ocked
every 30 ns to satisfy the wite timng of the external cache and
to be synchronous with the PCl bus. Typical nmenory DRAM parts
cycle at 60 ns, thus requiring a 32-byte-wi de nenory bus to match
the bandwi dth of the SysData bus. The data slice chips reduce
each 32-byte-wi de nenory data transfer to two 16-byte transfers
on the SysData bus. Consequently, the menmory systemis logically
equivalent to a 2-way interleaved nenory design

New menmory technol ogies with superior data bandwi dths are
becom ng avail abl e. Synchronous DRAMs are an exciting technol ogy,
but they lack a firm standard and are subject to a significant
price prem um over plain 5-volt DRAM parts. Extended-data-out
(EDO) DRAMs al |l ow greater burst menory bandwi dth, but the | atency
to the first data is not reduced. Consequently, the nmenory

bandwi dth to the CPU is not significantly inproved. The mgjor
advant age of using EDO parts is their easier nenory timng: The
out put data of EDO parts is valid for a | onger period than
standard DRAMs. In addition, an EDO nenory can be cycled at 30
ns, which allows a 128-bit nmenmory width instead of the 256-bit

wi dt h. The designers woul d have used EDO parts had they been
avail abl e earlier.



MEMORY ADDRESSI NG SCHEME

The adopted addressi ng schene hel ps i nprove nmenory bandwi dt h.
Whenever the CPU requests a new bl ock of data, the wite-back
cache may have to displace current data (the victimblock) to
al l ow space for the incom ng data. The witing of the victim
bl ock to nenory should occur quickly, otherwise it will inpede
the CPU s request for new data.

Figure 4 shows the nethod used to address the external cache and
menory. The CPU address <31:6> directly accesses the cache: the
| ow-order bits <19:6> formthe index for a 1-MB cache, and the
remai ning bits <31:20> formthe cache tag. The CPU address does
not directly address nenory. |Instead, the nenory address

i nterchanges the index portion of the address field with the tag
portion. The nunber of address bits interchanged depends on the
row and col um di nensi ons of the DRAM used.

For the sake of discussion, assune a 4-negabit (M) DRAM
configured with 11 row address bits and 11 col unmm address bits.
Hence, bits <30:20> interchange with bits <16:6>, and the

remai ning bits select the menory bank. This addressi ng schene has
the following effect: a CPU address that is incrementing by units
of 1 MB now accesses consecutive nmenory | ocations. DRAM nmenory
provi des a fast addressing node, called page node, whenever
accessi ng consecutive |ocations. For a 1-MB cache, objects
separated by a nmultiple of 1 MB correspond to cache victim

bl ocks. Consequently, a CPU read request of nenory that involves
avictimwite to nenory gains the benefit of page node and
proceeds faster than it would with a traditionally addressed
menory.

Al t hough this address schene is ideal for CPU nenory accesses, it
creates the converse effect for DVMA transactions. It scatters
consecutive DVA bl ocks by 1 MB in nenory. These |ocations fal
out si de the DRAM page-node region, resulting in | ower
performance. The solution is to enlarge the nmenory bl ocks; for
exanpl e, start the menory interchange at bit <8> instead of bit
<6>. This conprom se all ows 256-byte DVMA bursts to run at ful
speed. Slightly fewer victimblocks, however, gain the benefit of
page node.

The bit assignnent for this address schene depends on the row and
colum structure of the DRAM part and on the external cache size.
Power - on software automatically configures the
address-interchange hardware in the system

[Figure 4 (Menory Address Schene) is not available in ASCI
format. ]

DESI GN CONSI DERATI ONS



In this section, we discuss the design choices made for system
clocking, timng verification, and the application-specific
integrated circuit (ASIC) design.

System Cl ocki ng

The chip set is a synchronous design: The systemclock is an
integer multiple of the CPU cycle tine. Consequently, the PCl
clock, the menory clock, and the cache |oop are all synchronous
to each other. The designers avoi ded an asynchronous design for
two reasons. It suffers fromlonger |latencies due to the
synchroni zers, and it is nore difficult to verify its tinming.

Unli ke the nenory controller, which uses a doubl e-frequency cl ock
to provide a finer 15-ns resolution for the menory timng pul ses,
t he synchronous design of the chip set uses a single-phase cl ock
This sinplified clocking schene eased the timng verification
wor k. Phase-| ocked-1oop (PLL) devices control the clock skew on
the system board and in the ASICs. The PLL in the ASICs al so
generates the doubl e-frequency cl ock

Timng Verification

The conpl ete systemwas verified for static timng. A

signal -integrity tool simlar to SPICE was used to anal yze al
the nmodul e etch and to feed the delays into the nmodule tinmng
verification effort. The final ASIC timng verification used the
actual ASIC etch delays. This process was so successful that the
actual hardware was free of any tinming-related bug or

signal -integrity problem

ASI C Desi gn

The chi p designers chose to inplenent the gate array using the
300K technol ogy from LSl Logic Corporation. The control chip uses
over 100K gates, and each data slice consumes 24K gates.
Oiginally, the designers considered the slower 100K technol ogy,
but it proved unable to satisfy the tinmng requirements for a
64-bit-wi de PCl bus.

The designers used the VERI LOG hardware description | anguage to
define all the logic within the ASICs. Schematics were not used.
The SYNOPSI S gate-synthesi zer tool generated the gates. The
designers had to partition the logic into small 3,000 to 8,000
gate segnments to allow SYNOPSIS to conplete within 12 to 15 hours
on a DECstation 5000 workstation. Currently, the sane synthesis
requires 1 hour on the Al phaStation 600 5/260. The designers
devel oped a custom program that hel ped bal ance the tining
constraints across these snall gate segnents. This all owed the
SYNOPSI S tool to focus its attention on the segnents with the
greatest potential for inprovenent.



PERFORMANCE

Tabl e 1 gives the bandw dths of the workstation for the 32-bit
and 64-bit PCl options. A structural sinmulation nodel verified
this data, using a 180-ns nmenory | atency and a 30-ns system

cl ock. The 285-MB/s read bandwi dth of the CPU nenory is

i mpressive considering that the nenory systemis 1 GB
Eventual ly, the nmenory size will reach 4 GB when 64- Mo nmenory
chi ps becone avail abl e.

The /O wite bandwidth is inmportant for certain 3D graphics
options that rely on PIOto fill the command queue. Current

hi gh-end graphi cs devices require approximtely 80 MB/s to 100
MB/s. The 213 MB/s of I/O wite bandwi dth on the 64-bit PCl can
support a doubl e-headed 3D graphics configuration w thout
saturating the PCl bus. Other 3D graphics options use | arge DVA
reads to fill their command queue. This approach offers

addi ti onal bandwi dth at 263 MB/s. The system did not optinize DVA
wites to the same extent as DMA reads. Mpst options are anply
satisfied with 100 MB/s of bandw dt h.

Tabl e 1 Bandwi dt h Data

Transaction 32-hit 64- bi t
Type PCl PCl
CPU nenory read
64 bytes 284 284
[/Owite:
Conti guous 32 bytes 119 213
Random 4 bytes 44 44
I/ 0O read:
4 bytes 12 12
32 bytes 56 56
DMA read:
64 bytes 79 112
8 KB 132 263
DVA write:
64 bytes 97 102

Tabl e 2 gives the performance for several benchmarks. The data is
for a systemwith a 300- MHz processor and a 4-MB cache built out
of 12-ns SRAM parts. The SPECmark data is prelinmnary and clearly
wor | d-class. The LINPACK data is for doubl e-precision operands.
Even greater perfornmance is possible with faster cache options
(for instance, a cache using 8-ns parts) and faster speed



variants of the Al pha 21164 m croprocessor

Tabl e 2 Benchmar k Performance

Benchmar k Per f or mance
SPECi nt 92 331
SPECf p92 503
LI NPACK 100 X 100 144
LI NPACK 1000 X 1000 380

FUNCTI ONAL VERI FI CATI ON

The functional verification is an ongoing effort. Three factors
contribute to the need for greater, nmore efficient verification.
First, the design conplexity of each new project increases with
the quest for nore performance. Next, the quality expectations
are rising -- the prototype hardware nmust boot an operating
systemwith no hardware problens. Finally, time to market is
decreasing, providing less tinme for functional verification

A nunber of projects at Digital have successfully used the SEGUE
hi gh-1evel |anguage for functional verification.[3,7] SEGUE

all ows sinple handling of randomess and percentage wei ghtings.
As an exanple, a code sequence nay express that 30 percent of the
DVA tests should target the scatter/gather TLB, and that the DVA
l ength should be selected at random from a specified range. Each
evocation of SEGUE generates a test sequence with different
random vari ati ons. These test sequences are run across many

wor kstations to achieve a high throughput. The project used 20
wor kst ations for 12 nonths.

The test suite focused on the ASIC verification in the context of
the conplete system It was not a goal to verify the Al pha 21164
m croprocessor; neither was the EISA logic verified (this logic
was copied fromother projects). The test environnment used the
VERI LOG si nul at or and included the Al pha 21164 behavi oral nodel,
a PCl transactor (a bus functional nodel), and a nenory and cache
nodel . The SEGUE code generated C-language test prograns for
CPU-to-nenory and CPU-to-1/0O transactions, as well as DMA scripts
for the PCl transactor.

The goal of verification went beyond ensuring that the prototype
har dwar e functioned correctly. The mmjor objective was to ensure
that the hardware is reliable many years hence, when new, as yet
undevel oped, PClI options populate the system Today, the PCl bus
uses only a small nunber of expansion option cards. It is quite
probabl e that a perfunctory verification of the PCl |ogic would
result in a working systemat the tine of hardware power-on and
for many nonths thereafter. It is only as nore option cards
beconme avail able that the |ikelihood of systemfailure grows.



Consequently, the verification team devel oped a detailed PCl
transactor and subjected the PCl interface in the control chip to
heavy stressors. The conplexity of the PCl transactor far exceeds
that of the PClI interface logic within the ASIC. The reason is
that the ASIC design inplenments only the subset of the PCl
architecture appropriate to its design. The PCl transactor
however, has to enul ate any possi ble PCl device and thus nust

i mpl enent all possible cases. Furthernore, it mnmust nodel poorly
desi gned PCl option cards (the word "should" is common in the PCl
speci fication).

The verification experience included the follow ng:

o] Directed tests. Specific, directed tests are needed to
suppl enent pseudorandom testing. For exanple, a certain
intricate sequence of events is best verified with a
specific test, rather than relying on the random process
to generate the sequence by chance.

o] Staff hours. In prior projects, the hardware team
exceeded the verification teamin size. Over the years,
the inmportance of verification has growm. On this
project, twice as nmuch tinme was spent on the verification
effort as on the hardware coding.

o] Degree of randonmess. Pure randommess is not al ways
desirable. For instance, an interesting test can be
conducted when a DMA wite and a CPU read target the sane
bl ock in nenory (although, for coherency reasons, not the
same data). Random addresses are unlikely to create this
i nteraction; instead careful address selection is
necessary.

o] Error tests. The pseudorandom test process added a
different error condition, such as a PCl addressing
error, within each test. The hardware | ogic, upon
detecting the error, would vector by sending an interrupt
to the error-handling code. The handler would check if
the hardware had captured the correct error status and,
if it had, would resune the execution of the test
program This strategy uncovered bugs when the hardware
continued functioning after an error condition, only to
fail many cycles later.

o] Har dwar e sinul ation accelerator. The project teamdid
not use a hardware sinul ation accel erator for a number of
reasons. In the early phase of verification, bugs are so
frequent that there is no value in finding nore bugs. The
limting resource is the isolation and fixing of the
bugs. Second, porting the code onto the hardware
simul ator uses resources that are better spent inproving
the test suite: running poor tests faster is of no val ue.
Finally, the hardware-based verification technique offers
far greater perfornmance.



o] Bug curve. The project team maintai ned a bug curve. The
first-pass ASIC was rel eased when the bug curve was
falling but was still above zero. The tests were
structured to test the inportant functionality first.
This all owed verification to continue while the operating
syst em devel opers debugged their code on the prototype.
To help this strategy, any performance-enhancenent | ogic
in the ASICs could be disabled in case an error was
di scovered in that |ogic. Experience on prior projects
had shown that such logic has a predilection toward bugs.

HARDWARE- BASED VERI FI CATI ON

The hardwar e-based verificati on was devel oped to achieve a
significant, five-orders-of-magnitude inprovenment in test

t hroughput. The CPU perforns pseudorandom nenory and |/ O space
transactions, and a nunber of PClI graphics options enul ate
generic PCl devices. The hardware-based verification has so far
uncovered three bugs. To further inprove this technique, a

har dware PCl denon is under devel opnment. This device has the
capability to mmc any PCl device.

The random nature of the test suite nmeans that the bug curve has
a long tail: The probability of finding the next bug decreases as
each bug is discovered. For exanple, an earlier project team

di scovered the | ast bug after six nmonths but needed only one week
to find the penultimte bug. Greater test throughput hel ps
uncover the final bug(s) sooner. Qur project team achieved
greater throughput by mgrating the test strategy onto the actua
har dwar e

A sel f-checki ng, pseudorandom test-generating program runs on
the hardware, testing the nmenory, the cache, and the PCl. On
detecting a msmatch, the software triggers a digital analyzer
connected to visibility points on the hardware. Currently, a
nunber of PCl graphics cards are enul ating different DVA devi ces.
Eventual Iy, a custom PCl test device, the PCl demon, will replace
the graphics cards and provide greater flexibility and
functionality (especially with regard to error cases).

The software-based verification, running across 20 workstati ons,
averaged approxi mately 100 DVA transactions per mnute (with
concurrent nmenory and Pl O activity). The hardware-based
verification runs 60 nmillion conparable DMA transactions per

m nute per workstation. This 5-orders-of-nmagnitude inprovenent
suggests that all the tests perfornmed in the past 12 nont hs of
sof twar e- based verification can be conpleted during the

har dwar e- based debugging in 5 m nutes.

A secondary, but very useful, advantage of hardware-based
testing is the ability to stress the chips electrically. For
i nstance, by selecting a data pattern of 1's and 0's for the DMA,



menory, and Pl O tests, verification engineers can severely test
the capability of the chips to switch sinultaneously.

Har dwar e Test Strategy

The SEGQUE software proved not to be useful for the hardware-based
verification effort. Instead new software was witten in the C
| anguage for the follow ng reasons:

o] Verification nmust have full control of the hardware and
thus cannot run on top of an operating system
Consequently, SEGUE and the operating system
functionality are not avail able.

o] Unli ke the software environment, visibility into the
logic signhals is restricted in the hardware environment.
The test software has to be witten to nake debuggi ng

si npl er.

o] One possible strategy is to downl oad the SEGUE tests onto
the hardware and thus treat the hardware as a sinulation
accel erator. However, the resultant performance
i mprovenent is small: The SEGQUE code takes 2 mnutes to
generate a 1-hour software-sinmulation run. These tests
run across 20 workstations with a resultant throughput of
1 test every 3 minutes. Assum ng the sanme test executed
in zero tine on the hardware, the total test tine would
equal 1 test every 2 minutes -- a mnor inprovenent.

The hardwar e-based verification software relies on the follow ng
rati onal e: The hardware is alnost totally bug free, and any
remai ni ng bugs are nost likely to be due to a rare interaction of
events. |Indeed, one of the bugs discovered was a special -case DVA
prefetch coinciding with a menory refresh. Consequently, no test
is likely to detect nore than one bug. For instance, if a DMA
operation suffers an error, then it is unlikely that a
subsequent, identical DVA operation will suffer an error. The
second DMA will experience a different set of interactions inside
the chip set.

The adopted test environment has two graphics cards, each
perform ng identical DMA operations to two different regions of
menory. Because of the serial nature of the PClI bus, however,
these cards will performthe DVMA operations at different tines.
Furthernore, other traffic on the PCl bus (for instance, the CPU
will be executing randomPIO will further randoni ze the cards'
behavior. While the DVA transactions run, self-checking, random
CPU traffic to menmory and I/Owll also run. These events provide
the random mi x of interacting instructions. At the conpletion of
the test, a m sconparsion of the two DMA write regions indicates
an error.



Gr aphi cs Denpn

A nunber of PClI option cards were investigated as potential PCl
denon cards. The requirenents for a PCl denmon card are twofold
it must be able to perform DMA of various lengths, and it nust
have nmenory for the storage of DMA and PI O data. The DEC ZLXp_El
graphics card was sel ected because it offers the follow ng
advant ages:

o] I ndependent DMA. Most PCI options start a DMA operation
instantly after the CPU has witten to a specific
register in the option. This is undesirable because it
makes it inpossible to ermul ate options that start DVA
operations autonomously (e.g., a network card). To break
this coupling, the test program should first nake the
graphics card paint a portion of the screen. Wile the
graphi cs device is busy, the graphics command FI FO buffer
is filled with the DMA commands. The graphics device will
not start the DMA until it has finished painting.
Furthernore, the delay is programmble by varying the
nunber of pixels painted.

o] Programmbl e DMA. The graphics card allows the DVA to be
any size, whereas nost PCl options are constrained to a
fixed Il ength. Mreover, it is possible to arrange for PCl
di sconnects on a DVA read. The graphics card nodifies
incomng data with the contents of the frane buffer
(e.g., frame buffer = frame buffer XOR data). This
feature throttles the internal bandwi dth of the graphics
card, which disconnects it fromthe PCl

o] Frame buffer. The graphics frame buffer is the target of
the DMA and Pl O operations. A useful software debugging
feature was to observe the frame buffer while running the
tests.

PClI Denpn

The PCI denon is designed to mimc any possible PCl device.
Software has total control of the behavior of the device,

i ncluding the assertion of error conditions (e.g., parity errors
on any specified data word). The architecture of the PCl denmpon is
very sinple so that the debugging of the PCl denon is
straightforward. (The objective is to find bugs in the chip set
and not in the PCl denon.) Consequently, the conplexity in using
the PCl denon is conpletely in the software

The ideal architecture of a PCl denon is a | arge nmenory whose
output drives the PCl data and control signals directly; the
software prograns the desired PCl operation by |oading the
appropriate pattern into this nmenory. In reality, the
architecture of the PCl denpbn has to diverge fromthis idea
nodel for at |east two reasons. First, the PCl denpn has to be



able to enulate the fastest possible PCl device, and this forces
the use of an ASIC. However, ASICs have limted nmenory capacity.
It is desirable to store the scripts for many thousands of DMAs
in this menory. The scripts are approximately 100-bits wi de
(64-bit PCl data and control) and require several negabytes of
menory. This nenory requirement forces the design to use externa
menory. Second, the PCl architecture has a few handshake contro
signals that require the use of a fast state nmachine.

The PCI denobn has the functionality to act as a histogramunit (a
PCl event counter). Internal counters neasure tining information
such as DMA | atency and the frequency of specified PC
transactions. The PClI denon observes these states by snooping the
PCl bus.

SUMVARY

The Al phaStation 600 5-series workstation offers high conpute
performance, together with substantial 1/0O subsystem perfornmance.
The project team designed a | owcost, 1-GB nmenory systemwith a
180-ns nenory latency. Tinmng verification and placenent of the
pl ug-in, external cache resulted in a workstation with
considerable flexibility in nenory expansion, cache variants, and
I/O option slots.

The nost time-consum ng portion of the project was the functiona
verification. To date, different test prograns have run
concurrently across 20 high-performance workstations, day and

ni ght, for over 12 nonths. The rel ease of the prototype chip set
occurred after 5 nmonths of verification; this chip set
successfully booted the operating system The remaining 7 nonths
of verification were focused on the Iower priority functionality
(e.g., error cases and slow nenory configurations).

The hardwar e-based verification approach proved its val ue by
uncovering three bugs. The nmpbst significant bug involved the
i nteraction of a nunber of events, including an optin zed,
prefetching DVMA read and a nmenory refresh. The verification
process hel ped create a very high quality product.
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